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Summary
Problem: poor performance of a proposal-based detector using feature-level

super-resolution on small objects
Cause: absence of direct supervision from target features
Solution: novel approach to "properly" extract target features as direct supervision
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Difficulty of Detecting Small objects

1. RoI pooled features do not contain detailed information due to its size
2. In the process of RoI pooling, internal positions are distorted
Then? Super-resolve features as large objects!

1. Results on different backbones (input: 1600×1600)

2. Comparison with SOTA models (input: 2048×2048)

3. Comparison of super-resolution methods

• Consistent improvement over the base models regardless of the backbones
• Performance (F1) improvement: small > medium > large

• Performance (F1) improvement:
ours > w.o. supervision > naïve supervision

• SR with naïve supervision performs even
worse than the base model

• Visualization of Features
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Super-Resolution Feature Generator

Transform 𝐅, into 𝐒, with additional input 𝐅./0,,
by iteratively refining via 𝐵 residual blocks
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Super-Resolution Target Extractor
Replace every layer that increases relative field of
feature extractor with a layer that doubles it
(𝑘: kernel size, 𝑠: stride, 𝑟: dilation rate)

• 𝑘×𝑘 POOL (𝑘 > 1)à 2𝑘×2𝑘 POOL

• 𝑘×𝑘 CONV (𝑘 > 1, 𝑠 = 1)à 𝒌×𝒌 Atrous CONV (𝑟 = 2, 𝑠 = 1)

• 𝑘×𝑘 CONV (𝑘 > 1, 𝑠 = 2)à 𝑘×𝑘 Atrous CONV (𝑟 = 2, 𝒔 = 𝟏) + 𝟐×𝟐 POOL (𝒔 = 𝟐)
not to skip every other pixel

to use the same weights (a) CONV (b) Atrous CONV (c) Atrous CONV + POOL
× × × ×

• 𝑨𝑹𝑭: Absolute Receptive Field
𝐴𝑅𝐹 𝑤 = 𝑅D + (𝑤 − 1)×𝐷

• 𝑹𝑹𝑭: Relative Receptive Field
𝑅𝑅𝐹 𝑤, 𝐼D = (𝑅D + (𝑤 − 1)×𝐷)/𝐼D

• 𝑫𝑹𝑹𝑭: Discrepancy in RRF of the RoIs between
the original and downsampled images

𝐷𝑅𝑅𝐹J/K 𝑤, 𝐼D = LLM(N/K,OP/K)
LLM(N,OP)

= 2 − N
QRN

where 𝑐 = LP
T
− 1
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e.g. FRCNN (𝐷 = 16) with ResNet-50 (𝑅D = 291)

à RRF of the RoI from the downsampled image is around
1.81 times larger than that from the original image

∴ 𝑫𝑹𝑹𝑭𝟏/𝟐(𝟒, 𝟖𝟎𝟎) ≈ 𝟏. 𝟖𝟏

Receptive field

Region of Interest (RoI)
×0.5

𝑅𝑅𝐹(2,400) ≈ 0.77𝑅𝑅𝐹(4,800) ≈ 0.42

𝑫𝑹𝑹𝑭𝟏/𝟐 dramatically increases
as 𝒘 decreases
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Methods to Generate Super-Resolution

Step 1. Generate super-resolution features (𝐒,J._) from an original image
1. To be similar to high-resolution features of a large object (Discriminator)

2. So that a class and box offsets of the small object are correctly predicted (Predictor)

à But without supervision, training of the super-resolution feature generator
can be unstable

Step 2. Generate super-resolution features (𝐒,_.`) from a downsampled image
3. To be similar to the corresponding naïve targets (𝐅,J._)

à Even with naïve supervision, it is hard to imitate target features due to
high disparity between input (𝐅,_.`) and target features (𝐅,J._)
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• Detection results on Tsinghua-Tencent 100K (G: TP, R: FP, B: FN)

Comparison of features from different extractors Comparison of different super-resolution methods


