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1. Occlusion as false negative failure

2. Hard negatives as false positive failure

Two Critical Issues of Pedestrian Detection Occlusion Handling Method

Hard Negative Handling Method

• Problem and our key idea

Our Solution

Quantitative Results
• Two benchmark datasets: Caltech [5] and CityPersons [6]
• Evaluation metric: log-average miss rate
• All models are trained to be optimized for the all setting

(a) Overall performance (Height ≥ 50). * denotes that grid classifiers are used only for training. 

(b) Occlusion handling methods

(c) Model sizes (in MB) (d) Inference time (in ms)

Qualitative Results

(a) Occlusion handling method (b) Hard negative handling method
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1. Mismatch of the predicted region with its feature region
• Problems and our key ideas

Output tensor
!" !# !$

② Grid classification

%",'( %)" %#,'( %$,'(%)# %)$

D
etection results

⑤

Base Network

*" *# *$

ℒ'," ℒ',# ℒ',$

GT generation

In
pu

t I
m

ag
e

G
ro

un
d 

Tr
ut

h

①
Σ

Resizing③

Pixel classification④

⑦

⑥

• Detailed architecture
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• Detailed architecture

2. Risky to rely on only one feature map to predict output

R: ground truth (GT)

B: GT’s responsible anchor

G: anchor’s corresponding grid

Use the features in the grid, answer to below question

Where is
person?
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Is there
person?
({0,1})

Existing detection task Our additional task

→ Divide the prediction confidence by parts, and
use it for final prediction

Likely to assign a low confidence to an occluded person

person?

Existing detection task Our additional task

Person?

→ Use the results of multiple layers!

Grid Classifiers

Base Network

Part Score

Refinement

• Additional task/modules to refine results!
• Our solution is:

• The overall error rates:
soft (ours) < max (ours) < base

• In the heavy setting, the max 
part score can be better

• Additional size and time overheads are very small

⋯

• /: initial confidence
• /′: adjusted confidence

• 1234567: part score
• 18: 9-th grid classification score

1) Integrable with four state-of-the-art single-stage models, 
SqueezeDet+ [4], YOLOv2 [3], SSD [2], and DSSD [1]

2) Trainable end-to-end with little memory and time 
overhead

Project Page
http://vision.snu.ac.kr/projects/partgridnet
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